
PSEKD: PHASE-SHIFT ENCODED KNOWLEDGE DISTILLATION FOR ORIENTED
OBJECT DETECTION IN REMOTE SENSING IMAGES

Chao Wang1, Yubiao Yue2, Bingchun Luo3,Yujie Chen1, Jun Xue1,∗

1School of Computer Science and Technology, Anhui University, Hefei 230601, China
2 School of Biomedical Engineering, Guangzhou Medical University, Guangzhou, 511436, China

3 School of Computer Science and Technology, Harbin Institute of Technology, Weihai,264200, China.

ABSTRACT
With the vigorous development of computer vision, oriented
object detection has gradually been featured. However, an-
gle boundary discontinuity and its knowledge distillation
have been the bottleneck for rotating detection distillation
design. In this paper, a novel knowledge distillation method
named Phase-shift encoded knowledge distillation (PseKD)
is proposed to improve the accuracy of predicting object
orientation. Specifically, we design a phase-shift encoded
module (PSEM) to solve the problem of angle periodicity
due to rotational symmetry in oriented object detection by
mapping angles to phases of different frequencies. Secondly,
an angle knowledge distillation strategy (AKDS) is designed
to guide lightweight models to learn angle knowledge from
high-performance models. Experiments on public datasets
demonstrate that the proposed method can effectively solve
the various periodic fuzzy problems caused by rotational
symmetry in remote sensing oriented object detection.

Index Terms— Remote Sensing, Knowledge Distillation,
Object Detection

1. INTRODUCTION

With the richness of remote sensing resources and the rapid
development of deep learning methods, many methods have
been proposed, such as Oriented RCNN [1] and S2ANet
[2]. In order to improve feature extraction and characteri-
zation capabilities, these methods are designed to be more
complex, which leads to higher demands on computing re-
sources. Especially, rotated object detection is a relatively
emerging but challenging area, due to the difficulties of locat-
ing arbitrary-oriented objects and separating them effectively
from the background. The contradiction between complex
angle configurations and limited computing power restricts
the application of rotated object detection in remote sensing.

In recent years, several lightweight methods[3] have at-
tracted a lot of attention in the field of deep learning by sim-
plifying convolutional neural network (CNN) structures to re-
duce model parameters. For example, MobileNet [4] uses
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lightweight convolution operations to improve the computa-
tional speed of the model. However, these rough method
of model compression greatly damages the performance of
the model. To solve this problem, Han et al. [3] proposed
a separable convolution method, analyzed and summarized
the efficiency problem in lightweight model design in detail,
and provided a solution with both performance and efficiency.
Still, there is a significant performance gap between these
lightweight models compared to larger models.

Knowledge distillation (KD) [5] achieves more efficient
feature refinement by guiding lightweight models to simu-
late feature extraction of high-performance complex models.
Therefore, in addition to compressing the model structure, it
is also important to refine the feature representation function
of the model. In the object detection task, Li et al.[6] de-
signed supervision of high-level features sampled from the
region proposals of the teacher model. Zheng et al. [7] pro-
posed a localization distillation that refined the flexible local-
ization information for the lightweight model. Wang et al. [8]
use category information in optical images to guide student
networks to fully exploit localization knowledge in teacher
networks. These methods provide useful ideas and practical
approaches for the refinement and optimization of the model.

However, the above Knowledge Distillation methods de-
signed to focus on common object detection tasks do not ad-
equately consider the unique characteristics presented by ob-
jects in remotely sensed images. Firstly, objects in remote
sensing images are presented in a top-down perspective, so
the multi-directional nature of targets must be fully consid-
ered in the detection process. Secondly, targets involved in
remote sensing images are usually depicted in the form of
oriented bounding boxes, so the bounding box design needs
to be reconceptualized to achieve effective knowledge distil-
lation for specific angle localization. Therefore, we proposed
a novel knowledge distillation method named phase shifting
encoder knowledge distillation (PseKD) to improve the accu-
racy of the student model in predicting the target direction.
The contributions of this work are summarized as follows:

• Our proposed PseKD can reduce the performance gap
between lightweight and complex models without any
additional inference cost.
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Fig. 1. The framework of the proposed PseKD, where PSEM donates phase-shift encoded module and AKDS donates angle
knowledge distillation strategy. CSL-X and CSL-S indicate that CSL[9] uses different backbone networks(CSPDarkNet-X,
CSPDarkNet-S).

• In the proposed PseKD, a phase-shift encoded module
(PSEM) is developed to extract the arbitrarily oriented
angles of remote sensing objects.

• We design an angle knowledge distillation strategy
(AKDS) for lightweight models to learn angle knowl-
edge from high-performance models.

2. PROPOSED METHOD

The proposed PseKD consists of two parts: the PSEM, which
enhances the direction angle extraction of remote sensing
objects, and the AKDS strategy, which distills remote sens-
ing objects’ angles from the high-performance model to the
lightweight model.

2.1. Phase-shift Encoded Module

In the overhead-view remote sensing images, objects have ar-
bitrary directions. Many studies, such as CSL [9], KFIoU
[10], etc., have shown that this directional feature plays an
important role in the remote sensing object detection task.
However, these methods consider the problems from differ-
ent perspectives and each has its pros and cons. For example,
CSL is simple and stable, but not able to solve the square-
like problem, and its performance could be greatly affected
by hyper-parameters; KFIoU solve both problems elegantly,
but their prediction is relatively inaccurate. Inspired by PSC
[11], we propose an idea to utilize phase-shift coding for an-
gle prediction in oriented object detection. The method has

the potential to solve both boundary discontinuity and square-
like problems.

The overall flowchart of the phase-shift encoded module
(PSEM) is shown in Fig. 1. Taking the “long edge 90” an-
gle definition as an example for illustration, symbols can be
defined as follows:

• θ: Orientation angle, in range [-π/2,π/2)
• φ: Principal phase, in range [-π,π)
• X: Encoded data, X = {xn|n = 1, 2, . . . , Nstep}

Map: The cycle of sin or cos is 2 π, whereas a rectangle
box is identical to itself when rotated by π, thus a mapping is
required to match them, as follows:

φ = 2θ (1)

Encode: The formula of encoding φ into X can be described
as:

xn = cos

(
φ+

2nπ

Nstep

)
(2)

where n = 1, 2, . . . , Nstep.
To simplify the subsequent description, Eq. 2 is also de-

noted as X = fenc(φ).
Decode: The formula of decoding φ from X can be described
as:

φ = − arctan

∑Nstep

n=1 xn sin

(
2nπ

Nstep

)
∑Nstep

n=1 xn cos

(
2nπ

Nstep

) (3)
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The arctan in the formula should be implemented by the
arctan2 function so that its output is in the range (-π,π]. Equ.
3 is also denoted as φ = fdec(X).

2.2. Angle Knowledge Distillation Strategy

The oriented bounding box is represented by five param-
eters (x, y, w, h, θ), denoting the box’s center coordinates,
width, height, and angle, respectively. (x, y, w, h) employs
the Dirac delta distribution solely for ground-truth locations,
which cannot account for the ambiguity in bounding boxes.
We represent the bounding box with a probability distri-
bution, which appropriately captures the uncertainty in its
location. Assume y ∈ B is an edge of a bounding box. The
model may provide us with the expected value ŷ:

ŷ =

∫ yn

y0

x× p(x)dx (4)

where x is the regression coordinate and p(x) is the corre-
sponding probability. Given the range of the label y with min-
imum y0 and maximum yn(y0 ⩽ ŷ ⩽ yn, n ∈ N), By quan-
tizing the continuous regression range [y0, yn] into the uni-
form discretized variable [y0, y1, · · · , yn] with n subintervals.
Given the discrete distribution property

∑n
i=0 p(yi) = 1, the

estimated regression value ŷ can be represented as:

ŷ =

n∑
i=0

yi × p(yi) (5)

Thus, The bounding box with no angle distillation loss is as
follows:

Lkdbox = KLD
(
pT ∥pS

)
(6)

where KLD is KL-Divergence. Define the classification out-
put of the teacher model and student model as cT and cS .
Then, the classification distillation loss is

Lkdcls = KLD
(
cT ∥cS

)
(7)

Afterward, the loss of the angle distillation can be calculated
with KLD loss:

Lkdang =

n∑
i=1

KLD
(
xi

T ∥xi
S
)

(8)

2.3. Loss Function

Oriented object detection contains two sub-tasks, i.e., regres-
sion and classification. Deep learning methods deploy two
subnetworks to deal with two sub-tasks respectively. There-
fore, we use multi-task loss to balance classification, localiza-
tion, and distillation tasks. Finally, the loss function of PseKD
is defined as

Ltotal =λ1 ∗ Lcls + λ2 ∗ Lbox

+ λ3 ∗ (Lkdcls + Lkdbox + Lkdang)
(9)

where Lcls, Lbox indicate classification and regression loss.
For consistency, we set λ1 = λ2 = 0.4, λ3 = 0.2.

3. EXPERIMENTS AND DISCUSSIONS

3.1. Experimental Conditions

Training setup and Evaluation Metrics. In order to evaluate
the performance of the proposed PseKD comprehensively, an
experimental platform is used, including a computer with an
NVIDIA GeForce RTX 3090 GPU (24GB). We use a stochas-
tic gradient descent (SGD) optimizer with an initial learning
rate of 0.01, a momentum of 0.937, and a weight decay of
5×10−4. Then the entire network is trained in an end-to-
end manner. In this paper, all models are evaluated with two
object detection metrics: AP50 and mean Average Precision
(mAP).
Datasets. The widely-used public datasets HRSC2016[12],
OGSOD[8] and SRSSD[13] are used. HRSC2016 is a ship
detection dataset with a total of 1061 images from 300 ×
300 pixels to 1500 × 900 pixels, in which the training set,
validation set, and testing set include 436, 181, and 444 im-
ages, respectively. OGSOD dataset contains 18,331 images
with the size of 256 × 256 pixels, of which more than 48,000
objects. SRSSD dataset contains 666 SAR images with the
size of 1024 × 1024 pixels, in which more than 2,884 objects
falling into 6 categories are annotated.
Baseline models. In this work, the high-performance model
CSL[9](CSPDarkNet-X) is used as the teacher model, and the
lightweight model CSL[9](CSPDarkNet-S) is used as the stu-
dent model.

Table 1. Ablation experiments on the HRSC2016 dataset

Modules Teacher Student PSEM AKDS mAPCSL-X[9] CSL-S[9]

Selectecd
Moudule(s)

✓ 88.2
✓ 83.9
✓ ✓ 85.1
✓ ✓ 85.9
✓ ✓ ✓ 90.8

1 Best and Second best, Higher mAP is better.

3.2. Ablation Experiments and Discussions

The ablation results of each component of the proposed
PseKD on the HRSC2016 dataset are listed in Table 1. The
proposed PSEM improves the mean Average Precision (mAP)
of CSL-S by 1.20%. The distillation strategy of AKDS and
PSEM + AKDS increases the mAP of CSL-S by 2.64% and
4.16%, respectively. The introduced PseKD narrows down
the performance disparity between the teacher model and
the lightweight student model from 4.3% to -2.6%, thereby
facilitating a remarkable 6.9% mAP augmentation for CSL-S
without incurring any speed-related trade-offs. The con-
ducted ablation experiments substantiate the efficacy of in-
dividual components within the proposed PseKD framework
from a quantitative standpoint.
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3.3. Comparison with the State-of-the-Arts

Table 2, Table 3, and Table 4 lists the comparative experi-
mental results of the proposed PseKD and high-performance
models on the HRSC2016[12] dataset, OGSOD[8] dataset,
and SRSSD[13] dataset, respectively.

As shown in Table 2, Roi Trans[14] and R3Det[15] have
high accuracy (89.50% mAP, 89.23% mAP), but their in-
ference speed (7.83 FPS, 12.00 FPS) is slow due to their
complex structure. KLD[16] and CSL[9] have fast inference
speeds (72.34 FPS, 73.53 FPS), but particularly low accu-
racy (86.40% mAP, 83.90% mAP). As shown in Table 3, our
method PseKD achieves the best results (88.3% AP50) in the
total 3 categories.

Table 2. Comparative results on the HRSC2016 dataset
Methods Backbone mAP Speed (fps)

Roi Trans[14] ResNet50 89.50 7.83
Gliding Vertex[17] ResNet101 87.33 10.52

R3Det[15] ResNet101 89.23 12.00
KLD[16] CSPDarkNet-S 86.40 72.34

GGHL[18] DarkNet53 87.30 42.30
CSL[9] (Baseline) CSPDarkNet-S 83.90 73.53

PSEC (Ours) CSPDarkNet-S 90.80 73.53
1 Best and Second best, Higher mAP is better.

To verify our proposed PseKD not only in optical remote
sensing images but also in SAR images, We set up exper-
iments on the SRSSD[13] dataset as shown in Table 4. The
categories of objects in SRSSD include Ore Oil (OO), Fishing
(FH), LawEnforce (LE), Dredger (DD), Cell Container (CC),
and Container (CT). As the experiments show, the S2ANet[2]
and Gliding Vertex[17] can barely reach 51.0% and 50.2%
AP50. However, CSL[9] only achieve 44.1% AP50. This
demonstrates SRSSD[13] is challenging for recently oriented
detectors and has a huge room for growth. Compared with
other methods, PseKD achieves dominant accuracy of 56.3%
AP50, which verifies the robustness and generalization of our
methods.

Our method PseKD not only achieves good performance
on the evaluation metrics mAP and AP50 but also gains sig-
nificant improvements in perceptual quality. As shown in Fig.
2, our PseKD can obtain more guidance information from
different knowledge in the high-performance model, and re-
duce false negative and false positive. Especially, our method

Table 3. Comparative results on the OGSOD(RGB) dataset
Methods Backbone Oil Tank Bridge Harbor AP50

Oriented RCNN[1] ResNet-50 62.0 88.7 90.8 80.5
S2ANet[2] ResNet-50 60.9 89.4 90.8 80.4
R3Det[15] ResNet-50 70.5 88.8 90.4 83.3

Gliding Vertex[17] ResNet-50 61.6 78.9 89.2 76.5
KFIoU[10] ResNet-50 57.7 89.2 90.8 79.2

CSL [9](Baseline) CSPDarkNet-S 74.1 87.4 93.7 85.1
PseKD (Ours) CSPDarkNet-S 78.2 90.9 95.9 88.3

1 Best and Second best, Higher AP50 is better.

Table 4. Comparative results on the SRSSD dataset
Methods OO FH LE DD CC CT AP50

S2ANet[2] 54.9 27.9 27.3 71.5 79.7 44.7 51.0
Gliding Vertex[17] 45.1 30.4 27.3 71.3 80.0 47.2 50.2
Oriented RCNN[1] 57.8 21.8 27.3 78.4 78.1 55.9 53.2

KFIoU[10] 55.7 27.6 3.4 76.6 73.5 51.2 48.0
Oriented Reppoints[19] 58.3 18.4 20.0 77.9 72.5 42.6 48.2

CSL[9] (Baseline) 20.3 13.6 60.8 75.1 62.3 32.5 44.1
PseKD (Ours) 41.1 25.3 78.6 82.1 67.1 43.4 56.3

1 Best and Second best, Higher AP50 is better.

（a） （b） （c）

Fig. 2. The visual experimental results of the proposed
PseKD on (a) the HRSC2016 dataset, (b) the OGSOD dataset,
and (c) the SRSSD dataset..

achieves a huge improvement in SAR images. In addition, the
only hyper-parameter Nstep is an integer greater than or equal
to 3, so we evaluate several Nstep values most commonly used
in the phase-shift technique, and the results, which are ob-
tained on PseKD, are shown in Table 5. Overall, increasing
the value of Nstep does not yield substantial advantages.

Table 5. Performance under different Nstep values

Metrics Nstep

step = 3 step = 4 step = 5 step = 6
HRSC2016 (mAP) 90.8 90.6 90.5 89.9

4. CONCLUSIONS

In this paper, a novel knowledge distillation method PseKD
has been proposed to improve the performance of remote
sensing object detection models. In the proposed PseKD,
the developed PSEM enhances the arbitrary-oriented angle
extraction of the lightweight model, and the designed AKDS
guides the lightweight model to learn the angle knowledge
from the high-performance model. The experiments on pub-
lic datasets have demonstrated that each component proposed
in PseKD is valid, and the detection performance of the
lightweight model can be greatly improved without any infer-
ence costs by using the proposed PseKD.
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